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Named Entity Recognition

e Named Entity Recognition (NER) is a subtask of
information extraction, which aims to identify
text spans to specific entity types such as Person
(PER), Location (LOC) and Organization (ORG)
—entity linking [1]

—relation extraction [2]



Multimodal Named Entity Recognition

e the texts contain polysemy entities

W I love Alibaba.
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Figure 1: An example of multimodal tweets. In this tweet, “Alibaba”
is the name of a Person instead of an Organization.




Related works

e aligning the words in the text with the visual
objects in the image

—encoding the whole image into a global
feature vector [3];

—-segmenting the whole image averagely into
multiple visual regions [4,5,6,7,8,9];

—only retaining the visual object regions in the
image [10,11,12];
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external matching relations
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e Inter-modal relation

External matching relations between different (text, image) pairs
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Figure 2: Each blue box contains a pair of image and text in the
dataset. The black arrow represents the internal matching relation
in a image-text pair. The green arrow represents the inter-modal
relation between the text and image in different image-text pairs.
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dataset. The black arrow represents the internal matching relation
in a image-text pair. The red arrow represents the intra-modal
relation between images in different image-text pairs.
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The Proposed Model
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Figure 3: The overview of our proposed Relation-enhanced Graph
Convolutional Network (R-GCN).




Inter-Modal Relation Module

e Nodes: text node and image node

e Edges: measure whether other images in the
dataset contain similar scenes mentioned in the
sentence

. Breaking

\Surrounded by a crowd of/
people, Trump held an .

election campaignin




Intra-Modal Relation Module

e Nodes: image node

e Edges: measure whether other images in the
dataset contain the same types of visual object
with input image

B4
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Main Results

e
TWITTER-2015 TWITTER-2017

Methods Single Type (F1) Overall Single Type (F;) Overall

PER LOC ORG MISC | Pre Rec F1 PER LOC ORG MISC | Pre Rec F1

Text
BiLSTM-CRF 76.77 7256 4133 26.80 | 68.14 61.09 64.42 | 85.12 72.68 7250 5256 | 79.42 73.43 76.31
CNN-BIiLSTM-CRF | 80.86 75.39 47.77 32.61 | 66.24 68.09 67.15 | 87.99 77.44 7402 60.82 | 80.00 7876  79.37
HBiLSTM-CRF 8234 76.83 51.59 3252 | 7032 68.05 69.17 | 8791 78.57 76.67 59.32 | 82.69 78.16  80.37
BERT 84.72 7991 58.26 3881 | 68.30 74.61 71.32 | 90.88 84.00 79.25 61.63 | 82.19 83.72  82.95
BERT-CRF 84.74 80.51 60.27 37.29 | 69.22 7459 71.81 | 90.25 83.05 81.13 62.21 | 83.32 83.57 83.44
Text+Image

ACOA 81.98 7895 53.07 34.02 | 72.75 68.74 70.69 | 89.63 77.46 79.24 62.77 | 84.16 80.24  82.15
VG 8266 77.21 55.06 3525 | 73.96 67.90 70.80 | 89.3¢ 78.53 79.12 62.21 | 83.41 80.38  81.87
OCSGA 84.68 79.95 56.64 3947 | 7471 71.21 72.92 N - - - N - =
Object-AGBAN 84.75 79.41 5831 40.72 | 74.13 7239  73.25 = = i N = = =
TAIK 84.28 79.42 5897 4147 | 74.78 71.82  73.27 N N = = o N -
RpBERT* 85.18 81.19 58.68 37.88 | 71.15 7430 72.69 | 89.05 84.03 82.60 63.67 | 82.85 84.38  83.61
UMT 8524 81.58 63.03 3945 | 71.67 7523 73.41 | 9156 84.73 8224 70.10 | 85.28 8534  85.31
UMT* 84.74 81.69 60.59 39.22 | 72.66 74.14 7339 | 90.41 83.98 81.20 65.56 | 84.02 84.09  84.05
UMGF 84.26 83.17 62.45 42.42 | 7449 7521 7485 | 91.92 85.22 83.13 69.83 | 86.54 84.50  85.51
UMGF* 84.50 81.54 60.72 40.57 | 72.47 74.60 7352 | 91.14 84.24 83.23 67.30 | 85.30 84.99 85.14
R-GCN 86.36 82.08 60.78 4156 | 73.95 76.18 75.007 | 92.86 86.10 84.05 72.38 | 86.72 87.53 87.11'

+0.31 +0.21 +0.64 £0.86 | £0.32 £0.53 +0.18 | £0.46 £0.94 +0.74 £1.79 | £045 £0.34 =*0.36
R-GCN (w/o Gate) | 86.10 81.90 60.17 41.59 | 7250 76.89 74.60 | 92.74 85.89 83.01 7235 | 85.90 87.57 86.70

+0.37 *1.74 £048 £0.99 | £0.79 £0.79 036 | £0.86 £1.09 +1.07 £1.72 | £1.19 £0.49 +0.52

Table 1: Performance comparison on the TWITTER-15 and TWITTER-17 datasets (%).



Ablation Study

TWITTER-2015 TWITTER-2017
Methods Single Type (F;) Overall Single Type (F;) Overall
PER LOC ORG MISC | Pre Rec F1 | PER LOC ORG MISC | Pre Rec F1
R-GCN 86.36 82.08 60.78 41.56 | 73.95 76.18 75.00 | 92.86 86.10 84.05 72.38 | 86.72 87.53 87.11
w/o InterRG 85.52 81.16 59.30 40.74 | 73.42 74.79 74.05 | 92.63 8532 81.55 72.29 | 8534 87.07 86.17
w/o IntraRG 85.41 81.75 60.66 40.01 | 73.15 75.55 74.29 | 92.90 82.58 82.73 71.82 | 85.44 87.05 86.22
w/o InterRG, IntraRG | 85.51 81.45 58.72 37.61 | 73.18 74.09 73.59 | 93.58 8159 80.12 7137 | 84.12 86.21 85.13

Table 2: Ablation study over two main components of proposed model (%).



Case Study

______________________________________________________________________________________

+ Image Caption description: :
Two men playing
basketball on a court |
 With a crowd watching.!
L Text @ nikebasketball @ Caption description: !
[KyrieIrvingJoes A man holding a
come to the court in basketball on a court. |
battery park ;
Prediction UMT MISC UMGF MISC x InterRG PER Y 5
Effects of Intra-modal relation module
a b LA a
: Image ) > :
E ~ - :
' Text [Hillary Joer was lost in
thought on the seat.
| Prediction UMT 0= UMGF O x IntraRG  PER v

Figure 4: Predictions of UMT, UMGF, InterRG and IntraRG on two test
samples. Xand v denote incorrect and correct predictions.



Error Analysis

e bias brought by annotation
e lack of background knowledge
e information deficiency

B e
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Figure 5: Three typical errors of R-GCN.
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Conclusions

e we propose a novel Relation-enhanced Graph
Convolutional Network for the Multimodal
Named Entity Recognition task

e The main idea of our approach is to leverage
two kinds of external matching relations in
different (image, text) pairs to improve the
ability of identifying named entities in the text

e Results from numerous experiments indicate
that our model achieves better performance
than other state-of-the-art methods.




Thank You
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