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Named Entity Recognition

• Named Entity Recognition (NER) is a subtask of
information extraction, which aims to identify
text spans to specific entity types such as Person
(PER), Location (LOC) and Organization (ORG)
– entity linking [1]
– relation extraction [2]



Multimodal Named Entity Recognition

• the texts contain polysemy entities

Figure 1: An example of multimodal tweets. In this tweet, “Alibaba”
is the name of a Person instead of an Organization.



Related works

• aligning the words in the text with the visual
objects in the image
– encoding the whole image into a global

feature vector [3];
– segmenting the whole image averagely into

multiple visual regions [4,5,6,7,8,9];
– only retaining the visual object regions in the

image [10,11,12];
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external matching relations

• Inter-modal relation

Figure 2: Each blue box contains a pair of image and text in the
dataset. The black arrow represents the internal matching relation
in a image-text pair. The green arrow represents the inter-modal
relation between the text and image in different image-text pairs.



external matching relations

• Intra-modal relation

Figure 2: Each blue box contains a pair of image and text in the
dataset. The black arrow represents the internal matching relation
in a image-text pair. The red arrow represents the intra-modal
relation between images in different image-text pairs.
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The Proposed Model

• model two kinds of external matching relations

Figure 3: The overview of our proposed Relation-enhanced Graph
Convolutional Network (R-GCN).



Inter-Modal Relation Module

• Nodes：text node and image node
• Edges：measure whether other images in the

dataset contain similar scenes mentioned in the
sentence

Surrounded by a crowd of
people, T r u m p held an
election campaign in Ohio.
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Intra-Modal Relation Module

• Nodes：image node
• Edges：measure whether other images in the

dataset contain the same types of visual object
with input image
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Main Results

Table 1: Performance comparison on the TWITTER-15 and TWITTER-17 datasets (%).



Ablation Study

Table 2: Ablation study over two main components of proposed model (%).



Case Study

Figure 4: Predictions of UMT, UMGF, InterRG and IntraRG on two test
samples. ✘and✔denote incorrect and correct predictions.



Error Analysis

• bias brought by annotation
• lack of background knowledge
• information deficiency

Figure 5: Three typical errors of R-GCN.
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Conclusions

• we propose a novel Relation-enhanced Graph
Convolutional Network for the Multimodal
Named Entity Recognition task

• The main idea of our approach is to leverage
two kinds of external matching relations in
different (image, text) pairs to improve the
ability of identifying named entities in the text

• Results from numerous experiments indicate
that our model achieves better performance
than other state-of-the-art methods.
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